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Streaming	Media

• Toutiao
• Buzzfeed
• Yidian
• 36kr
• …



Underlying	System	of	Streaming	Media

•How	they	choose	and	recommend?
Huge numbers of candidate articles daily

Editors’ selected candidate articles
ready for recommendation

Quality articles selected 
for news feed to end users

Editors manually select
quality articles

Personalized
Recommender System

This work
Design automatic article

selection systems to alleviate
human editors’ working load

Training Data

User Historic
Articles



An	Example



Particularity in	This	Problem
• The	underlying	criteria	for	the	editors’	selection	is	non-explicit

• Attractiveness
• Humor
• Stringency

• The	crawled	or	submitted	article	data	distribution	and	the	
editors’	article	selection	behavior	on	the	data	are	non-stationary

• Drift	of	data	distribution	 • The	editors’	preference	varies	



Dynamic	Characteristics:	Some	Examples
The	change	of	the	number	of	total	submitted	articles	over	time:

The	change	of	the	editors’ selection	ratio	over	time:

The	change	of	the	total	volume	of	3	main	source	organizations:

The	change	of	the	selection	ratio	of	3	main	source	organizations:



• The	raw	textual	input	of	the	document

• Character	embedding	set

Architecture	for	Single	Model	Prediction

• Embedding	function

• Feature	map	matrix

• Final	part:	Highway	Network



Attention	Mechanism
• Auto-regressive	RNN

• Attention	Mechanism

• Neural	Machine	Translation	By	Jointly	Learning	To	Align	and	Translate,	
Bahdanau,	Dzmitry et	al.,	ICLR	2015



Dynamic	Attention	Deep	Model	(DADM)

• Model	specialty • Timeliness



Experiments
The	data	statistics	over	9	tested	days:	*

*	The	experiments	are	based	on	ULU	Technologies	article	filtering	API	platform.



Compared	Settings

Model Compared	Settings

CNN-text	[Yoon Kim,	2014]
convolutional	neural	network	for	text	representation	and	
classification

LR-meta logistic	regression	model

W&D	[Heng-Tze Cheng,	2016] the	widely-used	wide	&	deep	model	which	leverages	
both	of	the	two	aspects	of	information

DADM our	proposed	dynamic	attention	deep	model	as	discussed	
before



Experiments

• the	overall	performance	of	recommending	quality	articles	over	a	
time	period	of	9	days.



Experiments

• making	more	accurate	decisions	with	lower	variance.
• robustness and	stability



Ablation	Study

• the	empirical	optimal	attention	day	number	is	7
•obvious	week	patterns



Summary

• we	have	proposed	a	dynamic	attention	deep	model	to	
deal	with	the	problems	of	non-explicit	selection	criteria	
and	non-stationary	data	in	the	editors’	article	selection	
stage	of	content	recommendation	pipeline.
• A	9-day	online	A/B	testing	has	shown	that	our	proposed	
dynamic	attention	deep	model	performs	the	best	in	terms	
of	both	prediction	AUC	and	F1	score	as	well	as	the	low	
variance	in	handling	the	dynamic	data	and	editors’	
behavior.



Further	Thinking

• How	our	recommendations	influence	the	editors’	further	
actions	since	their	observed	data	is	‘biased’	due	to	our	
provided	article	ranking?
• Exploitation	and	exploration problem

• Other	application	such	as	sentiment	analysis	etc.
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